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Abstract

The ability to accurately predict song tempo from a subject’s electroencephalogram (EEG) data
plays a crucial role in understanding music perception and cognition. This project set out to
determine if this data could be used for accurate prediction without using machine learning
methods, which require training and testing data that may not be available, and which frequency
range is the most effective for this prediction. We used data recorded from 20 participants who
listened to a selection of 10 songs. We created a program in MatLab that optimized this data for
every song and plotted the most significant peaks for each of the three ranges that we had
chosen on a categorical scatter plot. The results were then compared to the actual tempo of
that song. For most songs we found this method to be quite accurate, especially in the 3-7 Hz
range, though a couple songs proved to have more difficult tempos to predict. This program not
only can find use in its current state for determining tempo from pre-recorded data, but future
developments could see it being adapted for real-time tempo estimation or for use in
EEG-based music composition.

1. Introduction

This project was developed for use by Dr. Blair Kaneshiro. Dr. Kaneshiro and Dr. Heidari were
interested in trying to find out if a tool could be developed that would be able to predict the
tempo of a song using the EEG data of a participant and, if it was possible, what the optimal
range of frequencies would be for this prediction. This data would be useful for their further
study in the field of neuroscience.

Both Dr. Kaneshiro and Dr. Heidari has experience using MatLab. We also communicated with
them frequently to fulfill their requirements for this project.

2. Project Overview

2.1 Additional Involved Parties

This project was developed with the assistance of our clients/project advisors Dr. Blair
Kaneshiro and Dr. Masoumeh Heidari Kapourchali.

Dr. Blair Kaneshiro is currently the Director of Research & Development with the Stanford
Educational Neuroscience Initiative (SENSI) in the Graduate School of Education and an
Adjunct Professor at Stanford's Center for Computer Research in Music and Acoustics
(CCRMA). Additionally she is an adjunct professor at the University of Alaska Anchorage in the
College of Engineering and Senior Scientific Consultant with soundBrilliance, LLC.

Dr. Masoumeh Heidari Kapourchali is an assistant professor in the Department of Computer
Science and Computer Engineering at University of Alaska Anchorage.
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2.2 Planning Process

At the beginning of our project we created a gantt chart to outline our schedule, where we set
aside the first half of the semester (approximately eight weeks) for research into EEG data
structures and theory, machine learning theory and implementation, and for learning how to
code in MATLAB. Additionally, we planned weekly Zoom meetings every Wednesday from 5:30
- 6:00 PM with Dr. Kaneshiro and Dr. Heidari, which were attended throughout the duration of
the project’s development. The second half of the semester we set aside for writing the code of
the program as well as any additional research as needed.

3. Project Requirements

We used MatLab for our coding environment. The files of the cleaned EEG data are in .mat
format. Our code will be able to analyze and use the EEG data to find the most optimal range of
frequencies, in hertz, to improve the accuracy of estimating the tempo of a song.

Table 3.1 Basic information of each song [8]

4. Design

After loading in the EEG data [13] – format of the data shown in figure 4.1 – we spatially
optimized it to limit the data from 125 electrodes to 1 electrode [14], shown in figure 4.2. Next,
we converted the 3D matrix into a 2D matrix by using a function called squeeze so we could
pass the data through other functions, shown in figure 4.3. Once the data was ready, we created

2



a 3D matrix holding the largest peak of the participant between 3-7, 3-8, and 3-9 Hz for each
song; the largest peak of each participant for each song in range 3-7 Hz shown in figure 4.4.

Figure 4.1 Loaded song data (song data x electrode count x participant number)

Figure 4.2 Spatially optimized the data (song data x electrode count x participant number)
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Figure 4.3 Converted the data from a 3D matrix into a 2D matrix (song data x participant number)

Figure 4.4 Largest peak of each participant for each song between 3-7 Hz

The next step involved getting the difference of each participant’s peak with the actual tempo of
the song multiplied by 2, 4, and 8, since a participant can tap along to the beat of the song at
twice the speed or four times the speed – shown in figure 4.5. The difference was recorded in
three 3D matrices for each tempo multiplied by 2, 4, and 8, in the format of (song number x
participant number x range). Next, we compared the values of each peak subtracted by the
tempo of the song multiplied by 2, 4, and 8 and put the value closest to zero, from the 3
matrices, in a new 3D matrix called predictedTempo – shown in figure 4.6.

Figure 4.5 Difference of largest peak subtracted by twice the tempo of the song
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Figure 4.6 Predicted tempo of each song using EEG data gathered from the participants

Figure 4.7 The actual tempo of each song where the first element is song 1’s tempo and then song 2’s
tempo continuing until song 10

The final step is to plot the results in the predictedTempo matrix. We used a categorical
scatterplot with dots representing the participant’s predicted tempo overlaid on the boxplot [15].
The y-axis represents the predicted tempo and the x-axis represents the range of frequencies in
hertz. Samples of the results can be found on figures 6.3 - 6.5.

5. Software Development Process

We started coding towards the second half of the semester. The amount of time spent coding,
testing, and debugging was about the same. A few challenges we faced were learning how to
code in MatLab and researching machine learning models only to change the direction of our
project in the final quarter of the semester. We met with our project advisors every Wednesday
on Zoom from 5:30 - 6:30 PM and received help when needed.
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6. Results

Our program was completed on time and, overall, it works quite well. We were able to get an
overview of the data for all participants for each song, an example of which can be seen in
figure 6.1. Additionally, we also have a view of the median over 0-15 Hz range, an example of
which is shown in figure 6.2. Most songs found a reasonably close fit of predicted to actual
tempo in the 3-7 range. A couple were even nearly a perfect fit over all three ranges, as seen in
figure 6.3. However, we did have a couple songs that didn’t fit as well as we had hoped, as can
be seen in figure 6.4. These were most likely caused by the subjects having difficulty finding the
tempo of the song, though noise might also be a culprit in the larger 3-9 range. The majority of
the songs, however, showed a fit that was very near to the actual tempo without being a perfect
fit, such as what is shown in figure 6.5.

Figure 6.1. All participants’ EEG data for Song 5. Each color represents a different participant
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Figure 6.2. Song 5’s median line showing peaks that were used for tempo estimation

Figure 6.3. Song 5 shows the majority of the subjects’ peaks being a near-perfect fit over all three
selected ranges
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Figure 6.4. Song 3 shows the majority of the subjects’ peaks at a higher frequency than the song’s tempo.

Figure 6.5. Song 1 shows more average results with a close, but not perfect, fit.

7. Summary and Conclusions

The best range of frequency to improve the accuracy of estimating the tempo of a song using
EEG data was between 3-7 Hz.
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Appendix A: Actions Taken From Code Review/Heuristic Evaluation

Defect Action Taken

“No units for magnitude” No action taken. Units are Arbitrary Units

“for loop without indentation or statements” All for loops are now indented

“Function names are confusing, not sure what
they do (rcaRun125_parpoolAlready2021)”

No action taken. Function name defined in
repo

“It would be helpful to see the plots of actual
vs predicted values or the evaluation
metrics.”

Charts now show both predicted values for
each range plus a line for actual value

“Multiple colors are reused in graph, each
color should be unique”

No action taken. Chart is intended for rough
overview, not final analysis

“comment formatting is a little messy and
inconsistent”

Most comment formatting was revised. A few
in-line comments remain at beginning for
setting variables

“Training and testing sets are manually split --
MATLAB has functions to partition /
cross-validate so data is fully utilized and
results are more accurate”

No action taken. No longer needed after
pivot in design

“magic numbers” No action taken. Any magic numbers were
taken from referenced papers
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Appendix B: User manual

Step 1:
Install MatLab to run the code, git clone the github repositories necessary to run the code, and
make sure you have EEG data available. You can find the link of every repository we used in the
reference section. The data we used can be found on the link below. Download the first 10 items
with “song” in the beginning of the file name.

https://exhibits.stanford.edu/data/catalog/jn859kj8079

Step 2:
Add the repositories into MatLab’s pathway and make sure to select “Add with subfolders” to
include the path of every file in the repository. Search how to add paths on MatLab using
YouTube if needed.

Step 3:
Run each section of the code from top to bottom.

● The first section of the code loads in the EEG data of each song and creates a 3D matrix
in the format of (song data x electrode count x participant number).

● The second section spatially optimizes the data and calculates the weighted sum of
each electrode choosing the electrode best suited for this project.

● The third section converts the 3D matrix into a 2D matrix so we could pass the data
through useful functions. You could also uncomment lines 26-35 to see the EEG data of
every participant overlaid on each other for each song.

● The fourth section gets the largest peak between 3 to 6+k, where k starts from 1 and
goes up to 3 to increase the range of the x-axis. You could uncomment lines 59-64 to
see the EEG data of each participant. Changing the value of k and i to an integer is
recommended when trying to look at each participant’s EEG data in a specific range of
frequencies for a specific song.

● The fifth section gets the difference of the predicted peak (largest peak of a participant)
with the actual tempo of the song multiplied by 2, 4, and 8 and records each number in a
separate matrix for each multiplier.

● The sixth section compares the 3 matrices that hold the difference between the predicted
tempo and the actual tempo multiplied by 2, 4, and 8 and puts the peak of the difference
closest to 0 in a new matrix called predictedTempo, (e.g, the difference in matrix
tempo_peak2_diff is closest to 0 for participant j=7 for song 6 rather than
tempo_peak4_diff or tempo_peak8_diff).

● The seventh and last section plots down the results of each song
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Appendix C: Source Code

Hiromi wrote most of the code with help from Dr. Kaneshiro and Dr. Kapourchali. Garrett wrote
the code from line 118 onwards, for plotting the results, with little edits by Hiromi. Additional
code for the original machine learning design was written by Garrett with edits by Hiromi, but
was later depreciated then removed in favor of the new direction of the program.

Before switching the direction of our project, Garrett wrote code for the linear regression model;
however, due to changing our direction the code was not included in the project.

Dependencies:
We used 4 git repositories to be able to spatially filter the EEG data, use some functions, and to
plot the results.

We included the BKanMatEEGToolbox repo for a function that computes the FFT frequency
axis. This converts the x-axis from time to frequency.

We included the CategoricalScatterplot repo for plotting the results of our code.

We included the NMED_T_intro_matlab repo for loading data and spatially filtering the data.

We included the rca repo since some of the functions in the NMED_T_intro_matlab repo require
functions in the rca repo.
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